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a t.
ENROLLMENT FORECASTING IN AN-OPEN ADMISSIONS ENV'RaMENT

a

TO PRESENT A GENERAL SCHEME APPLICABLE -FOR FORECASTING
THE NUMBER OF STUDENTS RETURNING TO SCI-OOL, PROM PREVIOUS,
QUARTERS/ SEMESTERS'

9 IN AN OPEN ADMI SS IONS ENV' RaliENT, S*TUDtNTS DROP IN AND OUT

AT WILL, MAK I THIS PREDICTIONO IMPORTANT FOR SUCH CASKS 'AS

O COURSE SCHEDULING

0 EST I MATING GRADUATE OUTPUT

0 Ret RU I TViENT TARGET DETERMINATION

t

C

3

r
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-EXHIBIT 2'

I

U TABLE 1 SHOWS THAT ABOUT 22% OF STUDENTS ENROLLED IN ONE

:QUARTER DO NOT RETUM NEXT QUARTE BUT ABOUT.40% OF THESE'

DROPOUTS CO RETURN TO- SCHOOL IN LATER QUARTERS.
.

PERCENTAGE RETURNING AFTER FOUR QUARTERS OF toeSENCEIS.SMALL.

0 NEVIOUS STUDIES INDICATE FUTILITY OF USINGSOCOECONOMIC
VARIABLES TO PREDICT DROPOUT BE}-1AVIOR.

APPROACH TAKEN HERE IS TO USE PAST ENROLLMENT BEHAVIOR ITSELF

'AS PREQICTOR VARIABLE. SPECIFICALLY ENROLLMENT IN PREVIOUS

FOUR QUARTERS IS USED.

V.

-.
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QUARTER

Q -2

A
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EXHIBIT 3

:3 /

DEFN: AFFILIATED STUDENT IN QUARTER Q,IS A STUDENT WHO HAS
ENROLLED IPA AT LEAST ONE.OF THE FOUR QUARTERS PRECEDING

(.

EAd-4 AFFILIATED SYU DENT:CAN BE ASSIGNED TO ONE OE FIFTEEN

ENROLLMENT PATTERNS (REPRESENTED BY A FOUR DIGIT BINARY
NUMBER) DEPENDING ON HIS ENROLLMENT' PATTERN IN LAST FOUR
Q PARTERS:

-

C

0

QUARTER

9-7

(I°

)

FOR A STUDENT ENROLLED ONLY
IN QUARTER Q-2

FOR A STUDENT ENROLLED IN
QTRS Q-4 & Q-3 ONLY



EXHIBIT 4

t
J

O TABLE 2 SHOWS THE' RETURN PROBABILITIES FOR STUbENTS. WITH VARIOUS.

EN*LVENT PATTERNS. SUMMER QUARTF4 fS)DBV1OUSLY DIFFERENT AND-

SOME PATTERNS HAVE HIGHER RETURN PROBABILITIES.

O TWO-WAY ANALYSIS OF VARIANCE (TABLE 3) SHOWS SIGNIFICANT

INTERACTION BETWEEN QUARTERS AND PATTERNS EVEN AFTER. REMOVING

SUMMER QUAkTER. THIS IMPLIES THAT THE DIFFERENCE'BEIWEEN

PATTERNS IS NOT UNIFORM FOR ALL REGULAR QUARTERS (I.E1,,FALL,

WINTER AND SPRING). EXAMPLE: 0101 AND 0110. THENCE PATTERN

DIFFERENCES ARE OBSCURED BY THIS INTERACTION.

sf
.© CONSISTANT PATTERN DIFFERENCES EMERGE (TANE 4) ON

REARRANGEMENT OF TABLE 2 DATA BY CONSIDERING PATTERNS BASED

ON SUMMER QUARTERS SEPARATELY.

.1

a 4-
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A

-EX-UBIT'5

,..s

0 ABLE 4 SHOWS THAT

0 ENROLLMENT IN SUMMER ALWAYS INCREASES RETURN PROBABILITY
. .:

0 THE RETURN 'PROBAB I LI TY INCREASES WITH THE NUMBER OF
.,- QUARTERS ONE ATTENDS, .

0.-MORE RECENT THE ENROLLINT EXPER I ENCE IN A -REGU
. .- THE HIGHER' THE RETURN PROBABI LITY

. ,

f

2
4

O. ENROLLMENT PATTERNS BEEN ARRMG ED IN TABLE 4 ACCORD INS. TO
THE ABOVE HYPOTNES ES !J PRODUCES A STR I CK I NGLY CONSISTENT

PICTURE.

ti,

5
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EXHIBIT6

4

0 TO QUANTIfATIVtLY ESTIMATE THE EFFECT OF PREVIOUS ENROLLMENT
A 17 PARAMETER MODEL OF THE FOLLOWING TYPE WAS-fIT TO THE

TABLE 2 DATA

I

L11 -P)= M+B
1
+B +B +84 +E

2 3. 4

WHERE

-P = RETURN PROBABILITY' IN QOARTER Q

M = GENERAL MEAN
.BI = EFFECT OF ENROLLMENT IN QUARTER Q-1

B
2

= EFFECT OF ENROLLMENT IN QUARTER Q-2.
B3 = EFFECT OF ENROLLMENT IN QUARTER Q-3
-B

4
= EFFECT OF ENROLLMENT IN QUARTER Q-4

C! ACTUAL MODEL DISTINGUISHED BETWEEN REGULAR AND SUMMER
WARTERS'AND POSTULATED SEPARATE ENROLLMENT AND DROPOUT

J EFFECTS-IN EACH QUARTER.

-6-

8
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.
EXHIBIT 7

O MODEL FIT THE OBSERVED DATA WELL EXPLAINING -90% OF VARIATION
.(SEE TABLE 5)

O THE LEAST SQUARE ESTIMATES.OF PARAMETER_ VALUES WERE

,REGULAR

B
1

= -1.05

B
2

-0.48'

B
3

-0.28

B
4

I

SUMMER .-

B
1

= -0.84

B
2

= -0.49

B
3

= -0.16

B
4

= =0.15

O THE PARAMETER VALUES SUPPORT THE PREVIdtGiQUALITATIVE
INFERENCES.

.**
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EXHIBIT 7A

THIS'ANALYSIS U3STANTIATES THE VALIDITY OF USING PAST ENROLLMENT

HISTORY FOR FORECASTING RETURNING STUDENTS

44

GENERAL FOREMTING SCHEME

AFFILIATED
POPULATION
IN QUARTER Q

A.,

ETURNIN' j ?ETURNIN ,E.T RUIN

0001 0010 111

PROJECTED TOTAL
RETURNEES IN

QUARTER Q.

19

11k, -

BREAKDOWN INTO 15
SU3SETSBASED ON
PREVIOUS ENROLLMENT'

APPLY RETUnN PROB
APPROPRIATE FOR
QUARTER Q TO EACH.

SUBSET

sy



EXHIBIT 8

3

FORECASTING TOTAL RETURNING ENROL LEES AT FCC
DURING FALL, WINTER ---AND SPRING 1972-73 -

QUARTER.

- FALL 1972r73 WINTER, 1972-73 SPRING 1972-73

ACTUAL TOTAL
RETURNEES

.

5708
.

5998 6158

MODEL PREDICTION 5968 (5895)* . 64n, f6319)* 6298 (.6211)

STD ERROR 283 ( 305) : 270 ( 295)` 267 ( 290)

DEVIATION. + 260 (+187) +480 (+321) +140 (+53)
DEVIATION/SE 0.92 (0.61 ) 1.8 (1.1 ) 0.52 (0.18 )

*FIGURE IN PARANTHESES WERE OBTAINED BY USING RETURN PROBABILITIES
ESTIMATED BY MODEL AS GIVEN IN TABLE 5.

.

z
I

I
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EXHIBIT g

CONCLUSIONS

ti

0 THE FORECASTING SCHalE CAN BE USED TO FORECAST RETURNING ENROLLEES
FROM ANY SUBPOPULATION, E.G., ENGINEERING MAODRS-

4 /
-4

0 THE MODEL CAN BE OPERATIONALIZED VERY.,CCNVENIENTLY AND CAN B.
COMPUTERIZED.

I

A

0 REQUIRES NO EXPENSIVE DATA BUT USES ONLY ROUTINE DATA COLLECTED,
BY INSTITUTIONS. .

1o7

1
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AN.INCERIM TECHNICAL REPORT,,ON
THE FRESHMEN REQUIREMENTS STUDY

.; p..,'....0 . f.
' ' .

This,st-et-tereport is on the work done so far inan effort
4 .

tq * 1bui d i a predictiveimodel for freshmen course requirements.'
v . .

A
It has essentially validated 'an initial.approach to the

f It
pro em where past enrollment behavior, has been tiken as a

predictive factor. The analysis bc.the data specially cotplied

for the. study show that the more numerqus and more .recent

a student's enrollmdnt has been in the past, the higher his

probability 'of return is. The difference between the simmer

quarter and other quarters have also been idefOu4lit out: A model,

that fits NkOil the, obsecrved-dvEa.on return probabilities has
. .,

been constructed. L7sir4
.

this model the effects of the
,, ..t _ .

,
0

various components of past 1:;ehavio-i-affecting 'return'pro-
4.* 4i. - -.

babilities have been measured. ' *

, .

..:"-

1
I 1

The repbrt also discusses the geeeral_Tathematics o& pi _-----
-.. __---

f

-1;114,

.babilistic predictive models emphasizing the practical aspect -

ondesigning a system o operationalize a model. Finally,"

othe work which remains' to be undertaken in t study-is

described.

van

A

:.t
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4 Introduction.

The' Freghmen Requirement Study (FRS) has the objective of developing

a model for predicting demand for.freshment requirement courses in FCC.

A preliminarymdel was developed by Gramza, Diaz and Shore in July '72

which served as. a basis for undertaking an exhaustive studx" starting

Nov. '72. A. review of the status of the study is presented below giving

emphasis to b6th that has been done and what remains to be done. .

Since tile demand for freshmen courses'is from fresh enrollee's as well-
,

,

as from returning enrollees who failed to'complete the cour`se in their
, ,

%,
previous qq,arters`, the stut will have tt. address- itself to the task of

predicting a rture)er of variables such as

of irew enrol lees , possibly* with a breakdown by credits

transferred' -for freshmen requiremeni, courses

'0*

-0-
)'number of Students returning from previous quarters (concen-

et,

trating specifically'on students who have not completed

freshmen requir.eme"nt courses') and

iii)number of enrolled students who are still to comiNtiele the

freshmen requirement course and demand that Course.

The tla.icd, variable Rntioned above is influ.anced heavily by such factors

1

as counselling and the)number of students who can be accommodated.in the..

freshmen courses that particular quarter. - Howeker,- if we are concerned

-with estimating demand for freshmen requirement courses with the#pur-
,

pose of- planning enough sections, then we might justifiably Ignore the .

third factor,

4
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eariler% with this assumption we are effectivelyr doing away with the

necessity to consider the third factor listed, above and producirigp pre-

ction,,that is more relevantto4decision making regarding space,' faculty

and other resources planning. Facto (nantely, the new enrollees)

would be an external input parameter to th.predictive

The strategy for developing the.model is as follo Consider the.
problem of predicting demand for course X in Quarter i. The set of all

affiliate 'students at start of Quarteri is the source population for

all returning enrollees. Some affiliate students have passed course X

arid the rest have not - call the lg.iter subset S This is the pope tiQn

Of interest in predicting demand for course X. The basic approach lies

i n p a r a t i o ri f t g S into subsets Sl , S2, . m whi ch are mutually exclusive

and exhaustive S in such a iqay as t() accomplish these following

objectives:

(c-3.) Each tc i is a homogeneous group of affiliate stuclerits

homogeneity being used in the sense that the probab y for.

returning to school is same for_ 11 me_beesOf 'the set, Perfect

homogeneity can seldom bep-i-ered Vractice., since so' manc

sociQ economic characisticsaffgct the .return Pr(obability

and almost any two students will have, differing probabilities.

floVer; basing ddfinition of the -subsets onthe most important

DC these. variable's, We hope

15.

pproach Close to their ideal .

4
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The demand foreckst d.9snori-rig the third factor.would'give the number of

students who need to take a .freshmen requirement course i a particular ,

4 .

quarter and planning for the courses should' be ba,sed on this number.1

To the extent the role of coun'seling is to advise the students to lake.

the courses.at the edgiest- opportunity (sub:Kct only to the number if

sections planned that quarter) the effect of counselling need not be

taken into considetratiop separately.

Thus this study the-objectiv:e hat been;set as one of predicting for

a given quarter and given
freshi*.r*uirement course the number of ,

students who Could need to take that course. Of the two factors (0

and (ii) listed earlier, Our attention be initially on the second

one, namely the' demand-generated by returning enrollee_ The data base

and 'analjdrical ,techniques for predicting nqw enrollees are more difficult

to develop while the prediction_ of returning enrollees can be performed.

with only data currently available in FCC. 'Further, 'to a certain extent

FCC can regulate the number of new .enrollees so that it makes sense ,to

treat this variable as an input parameter in a predictive model rather

than a variable td be itself predictea.

Witb these considekations as the baSis, the initial scope Of

bhe Freshmen Requirements St has been specified as one of

performing the necessary, statistical analysis on the availab

'FCC data to develop a'model capable of predicting the demand

for freshmen-reguirement
courses from returning enrollees,

it being atsuMed that alt those who need to take a course

ost,
would indeed create a demand for the course.' As explained

f

16
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(C-2) FCC data should make it possible to classify a student in
,

. to one of the subsets Si, '... Sm. In other words we should

not use in the predictive model any variables onwhich we cannot

. .

have data. Since the freshmen requirement §tudy would construct

the predictive models only on the basis of analysis of available

data, this r.equirement should be automatically satisfied. 1

*.

There are two other properties,(C-3) and (C-4) which ,we would.

like the set S . S
m to posses but ',these would be presented

later at a more appropriate place..
'

Assuming we have discbvered a satisfactory ilaYstitioning Si,

S2 S01 of S, the next task would. be till/ obtain the . best

estimates of the parameterA" ri, rm where:

v. .

= the probability. that a student belonging to set Si .

returns to school in qUarter i

It is expected that with the retention data' vail able, this

estimation can be done fairly accurately.

The prediction df number of returning students in quarter i
-, ,. ...

would be then given by '-the- expected value
.---

ri si+ r2 "s2 . . . . -I- rm 41 )
k -,

where s..

3 i

= number of students in set S: j =1, ...M 1

J

A ft

17
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4

Theva-rianae -associalted with' the esekMate is given by -4

.

r1 (1 -ri) s
1

+ rm.(1-rm)s * -(2,)

In orders:that our..prediction formulas(1) remains invariant

over time (except possibly for prediCtable differences

between the four quarters of a year), it is necessary that
1 '

the probabilities rj show stability over years. Agar this

is not often met in practice, since-tra-nds and even abrupt _

changes in return rates are experienced for a variety of

reasons. In practice, what this ans is that we have to

systemdesign a system which continuously watches'for trends and

changes and make appropriate updating of the probabilities

,,r). these and many other practical conSiderations in.im-
. ..

plemelfting a predictive model are discussed later.

The formula (2) for variance also .Clue.as to

What should be considered a satisfactory partitioning.

a

Ourim should be to keep the variance ag sm0.l as 'possible.

From 12) it is seen Chat, the variance achieves the minimum

value of zero, that is, estimated. 1.* t (1) is perfect and ha AI- no

errorasbociatedwiti'it,ifeachr.3 is either 0 or 1.

* The variance formula is strictly valid only.if, assuffiption

(C-1) holds. ' For nonhomogeneous subsets the 'formula
.would provift an upper limit, i.e., the real. variance would

, be less.

18
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The maximum of (2) is attained when each = 1/2. This

implieS that the partitioning should be in such a way that

the return probability r,
3

for each set.is as close to zero

(or-one) 'as possible. In example we should prefer a Marti{

' tion'ing (S1,.2) with probabilities (.2,.9) to a partitioning with

probabilities (. 3, .6). With these remarks, we iormally introduce two

. other requirement (C-3) and (C-4) on the partitioning subset Si, ...'Sm:

(Cpc3) Partitioning of S. into should be so done

that the associated return probabilities 'r ,....rm are stable

over tire? (There is reason to bclidve th t if (C-1) is

'satisfied then (C-3) is also/likely to be satisf'ied).

(C-4) Partitioning of S into Si,..:Sm should be so done

that 'the associated return probabilites r ..rm are all

close to zero or one.
11#

s'

I

f

This b4ckground discussion on the underlying concepts

of probability prediction models can help us to clearly "..

recognize what it is that e should,be searching for in-our

statistical analyses of th FCC data. In the next section we

describe the approach we h&ve undertaken to discoyer an

efficient partitioning ,cheme

4

a

(.)

r:



ti

1

VFW 1

V

2. THE APPROACH

\
One can hypottiesize a host'oT vaalbles which influence the

_return probability of a student7AmOng these area

Socio economic variables such as employment status

and 'Source and amount ,of Lalcbme

Demographic variables such as 4gp, sex, martial status

4 and family responsiblity

Academic, performance aneenvironment variables such

as credit hour accumulated, pass /fail experiences in

the previous quarter's, and other general experience
* lk

*ith'the college. area of siftLdy, *etc,

1,

0 PersonalAy trait variables such as vxmbi,tion, com-

mitment to college educatipn/degree and intellectuality.

It is obviously not ai easy task to take these myriad of-

factors into consideration in one compreheilsive mode13.

Nor does it seem pos'sible, to separate the significant va

from the non significant ones on an a priori basis..wi

making appropriate analyses of actual data. Since

etnalyses of this nature are likely- to take consi eime

even if we have suitable data, a more indirect and expedient

approach has been taken first. This 'report will mainly

deal with a discussion of this approach and its, results.

d
-.18-
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In this approach, the past enrollment behavior of a student

has itself been sought as a predictive variable of:his

future reenrollpent pr-obability. The rationale for this,

step has been that, Whatever bethe variables a.ffeating

enrollment the imprint of their suaieffe.ct/ would be,left
1

on the past enrollment behavior. Hence the past enrollment

pattern suitably quantified, might itself be a predictor.

assuming that the variables whiCh operated with the past

Stch a Predictor may not becontinue to do so.. in the future also.

efficient as one using the underlying Variables, but

this handicap may be more than compensated by virtue of
k

the fact that the necessary data for'forMing the predictor
Alh

are res7-Aily available.

1

enrollment pattern may be quantified bye simply obsei'ving

rif th Student did or did not enrtql in each of the previous

four quarters. Enrollment a pareicular quarter is in-

dicated by the numeral 1, while non enrollment is indicated

1

-by the numeral '0'. klituh this, binary notation, a student

who enrolled three quarters ago and not in others in .the past
, -

fourcquarters, can have his pattern represented as '0100'. There are
o

sixteen possible permutations over four quarters each giving rise to a

particular enrollmnt pattern: The4nrollnnt pattern represented

in is fashion are used as our predictor variable.

21
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In the scheme presented here we ignore students who have

not enrolled in ..any.of the previous four quarters.*

In ,other words the permutation '0000' is excluded,, learning

us with 15 patterns. The justification for this is the

observation that a student who continually absents himself

four quarters has less than 10%.probability of ever re -

turning to school. Table 1, shows data compiled from a

FCC Computer Center Report illustrating this point:*,*

There the number of students dropping out in various quartets

is shown. The number ofrthese dropouts who return five

or' more quarters later (that is after at least four quartes

of absence) is shown in the last column of the Table and

is seen'to be seldom higher than 10 %.,. The percentage

which return to school exactly on the fifth quarter after

dr4peutis even less than this, and the same_ data'in, Table

1.shows i't to beless than 4% for all quarters considered

there.

**

FCC' Computer Center Student Retention' Study Report
dated September 5, 1972. .

*

Here and elsewhere in this report the"previous four
quarters" refer to the four quarters immediately- '

preceding the one for which enrollment prediction is
to be made.

22
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F

What this means is that in predicting enrollment fo;, a

particular quarter affiliate students whO have not en plled
-

in the previous four quarters may be ignbred without i

troducing any large amount of error. As mentioned earlier

1- I

this has been done in the work reported here. However,

it must be noted that the methodology employed can b'e ppliedL:
4

to enrollment pattern over any number of:past guar ers,

\so that if the present limits imposed are to b relaxed a 4

`in future it could be done without undue d'fficulties. f

To represent thy above in terms of set theory notations

introduced earlier: the se S of total population is,'

'considered to be all of liate studentS who are yet to pass

-course X and who e enrolled in at least ofte of the previous /

four qutfi.s. This set is partitioned into 15 subs'ets

IS1, S2,.. S15 depending on the past enrollment pattern.

I

The fry lowing seqt.ions of the papers present results of

alyseS'-pertOIrMed\,to see how well this partitioning scheme

could function 'Ara.dictive base of future enrollment.

t I

A
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3. )ATA PROCESSING AND ANALYSIS

The FCC Computer Center undertook on behalf of the

-Office of I(ns,titutional Research a special processing

of FCC grade ale to produce data for the anaiysis.

Among other things this task involved forming the sets

S and its fifteen subsets (partitions) for each Fall, Winter,
to,

Spring and Summet quarters of academic year'72. For each

of these subsets -the number in the subset as well as the
.

number who enrolled in the quarter under consideratiOn7were-

computed. Table 2 contains this summary data. All the

analysis reported below were performed. on this summary

-data.

,,

The first analysis was ,yo see if there were significant
,

.

'differences among the 15 enrollMent patterns and the

four quarters With regard to'reenrollment probabilities°.'

Even a visual examination of 'Table 2 reveals strow in-

dicati-eiO'fbetween-patterndifferencee. Also, summer

quarter is evidently different. But any cyfferences between

the other three quarters are not apparent' to a 'casual

observer. Hence a two-way analysis of variande (with the

fifteen enrollment patterns providing one classification

//'nd,the Fall, Winter and Spring quarters providing the

-22-
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pther).of the data
O

tically various hy otheses re

erences. Since the obsery

based on sample sizes

e to test statis-
_-"

g betWeen group diff-

s a propo ion

from group to group

two way .analysis of variance' with equal /cell es for

proportions was necessary. The proportions ach cell
4

were converted to logit scale by the for

Yij = In gij 1/2

1/2

where

.

y
ij

nij

gij

=

=

=

.

4

,

. . .

the logit scale obsertion in cell (i,i)
.

. .

number of students in Cell (i,j).

number of students in cell-(i,j) who enroll

in quarter j

The ,analysis of variance of the.logits is lin Table

. Y Y _

cell (i,j) refers to the grqUp of.students with enrollment

3
pattern. i in ,quarter 3.\ I

A

1

\ ,

*,The analysis of yariariCe\Rqas performed on the cell OS/360
System using a specially programmed FORTRAN,routine.ca,lled
UNOVA 2. For details of the procedure see G. Shedecor
"Statistical Methods" 6th Ed, Iowa State Press, pp. 497.14:,:,

* *
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The analysis shows that the intrction etween uarters%

and enrollment patterns is itseLf- iighly significant

determined .by comparing' the interaction sum of squares
.

2
inst the percentiles of a "A,.. distribution,. This impli

/
28

?M.

that, the effec Otenr,o4meA patternsiis dependent on ,

. ,

the quarter so that one c --s ot talkofZa 'quatt4efta,Alf1
N.!,...

.

4 4 ft.

or enrollment effect' in, iso4tiono ore specifically,

the. existence of int&pection shows that the di L -nces

between cnroilwent patterns is 4tself:not conctant, ,hut

varies from quarter to quarter: Tabld 1 bears out this

point. Compare, for exiMplP, the -enrollment patterns and

"1011" the sole difference betweet the two being that in

the latter the students had also enrol d in the immediately

preceding quarter. For Fall" '71 the differ ce between

the two patterns in their enrollment probabilit es was

0.39 while, ,for Winter aldSpring it was .46 and .-58

ively. Consistent ilar obserNiations, are made

ighen ever tlio----patterirc,differing only i _the last quarter

enrollment are ,compared. re_differ-ende between_ the two

patterns is less in,Fail than in Spri Winter.-

/44
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A simple explanation may,,. be offered to account for the

interaction. The quarter immediately 'preceding

Fall is Summer which can be justifiably considered as, not

the same as the other three quarters of an academic year.

It may be hypothesized that enrolment behavior a

Summer quarter is not as strongly related to dropout

tendericies in the student as it is in the case of the

other 'regular' quarters. fience'the difference between

,two patterns Such as '1010' and '1011' is less marked in

FalrthV0-4.51. Spring or triter.
4,

ti. -

In compadng en;:ollment 1-,ttepn-s due consjderation
-

4

therefore be given to difference between Summer and regular,
,

quarters. Subject to this qualification.vtaZAata in

'gable 2 sTlngly suggests that-reenrollment probabilities

are higher for studentswho have shown a consistent en-
,

rollment behavior in the past.

A rearrangement of the data in Table. 2 brings out strikingly.
I

clear the various factors affecting, the probabilities.

Table 4 has been preparedatter this earrangement where

we have the data grouped Wi';a1,3., Winter ved Spring

quarters.

2 -9

s

tj
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However, in desckibing the enrollment-patterm we use

only the three preceding regulatquarters (i.e.,,ignore"

the pieced.ing summer quarter). This gives rise to 2,
,3 or

8 enrollment patterns described by three-digit binary

numbers .shown ifs the extreme left-hand column

of the tagre. .The summer enrollment status is considered

in the table by having two columnsi for each quarter; the

Thus, the entry "4.12" in the first column under Spring .Quarter:

first column corresponding to those.-who did not enroll in,

the' preceding summer and the second column corresponding to those who did.,

agi-inst the pattern '100.' raezzns that the re'en.rollment
t

, 1'. r Ait -
probability in Sprilig. W,a's 0:412 for studeAlts' who

s.s1

a) were enrolled in the preceding Spring ( in Spring
. :

'71) quarter but,not.in Fall or Winter and

b) were not enrolled in the preceding Stmmer quarter

.

The order in which the 8 enrollment patterns;arc listed is

also worth noting. The 'first row '000' signifying
-/

students who(, did not enroll in any of the three preceding.

regular quarters. 'The next one is '100' when the students

.had enrolled only three quarters ago (ignoring.' any Summer

quarter enrol 'ment) . By hypotheses we' expect t4i''group,ft

,

'100' .to ha7 higher retention probability than '000':

6

31

A
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Similarity the third palten in the list, namely '010',

is'expected to rank higher than '100' if we postulate

further that with more recent enrollment experience, the

reenrollment probability gets higher. With these two -

hypotheses as guide, the 8'ptatterns were arranged to

produce an increasing retention probability. 'Thee

pattern. '001' follows '110' in the list with ;the" expectation

that though the latter represents more number of quarters

enrolled in, the fOrmer has more recent enrollmen.

experience.

.

It is rather very irAt,ifySng that the Table 4 data
,
follows ..,

,

,tile-pdtter exveoted.t4ps, giving cxec4pc,e k.pt4PIllqAks.,014
.,,...,

- "r

Oith only a few. exceptions,' in all th,e coluMns,-the probabibi-

,

r r

lities increase as'one goes down the rows. Further, the

columns representing Summer enrollLent have.highe'r probabi-

lities than the corresponding columns representing non-
.

enrollment-i-n-Summer. This is further in line _with our

hypotkeset.
':-.

,
A , t

. .

The few exceptions noted mostly op ur in the Summer quarter

--qanfirmjng earlier observationk that the phenomena affecting

r.
Suritragr enrollment are appar,gritlydifferent.

1"
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4. CONCLUSIONS FROM THE MIALYSIS'
v

.44

To summarize the observations made during the analysis,

one might conclude the following:

r

1. Past enrollment behavior of a tudent does seem to

provide a Viable ba.e for building predictive models

of future enrollment.

2. The more often a student has enrolled in the past;

the higher his probability of return is.

3. The'more recent a student's enrollment is, the higher

his probability qt return
0 V . -$1 .

,s,..t

i
4. Erirollmeri behavior in a Summer 'quarter- is different

from those of the other quarters,

-The above observations are qualitative. One might be in-

terested in khowing,for example,-precisely what quantitatively

is the effect of enrollment two -quarters ago in.a 'regular'

'quarter on return probability for this quarter. The bet

way to'obtain suchaquantitative measures is to fit a model

incorporating specifically parameters representing these

effects. Such a model was constructed andffit.o the data.

2",PThe model construction and results and describe below.

A plausible model to represent the effect 'a'.of a factor

influencing the probability ofAn event is:

731-
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p' = p + a(1-p) - (1)

where p: is the probability of/the event when, the factor is

operative and p is the probability of the event where it

is not known if fhe fact;Or is.operative or not. a, in (1)

can be considered as a proportioh by which. (1-2P), the pro-

bability oflrthe event not occurring, is reduced. It can also

considered as a conaitional probability in the following

sense. To make this explanation simpler, assum& the event

is "reenrollment in Fall '71 quarter", and the factor is

"enrollment two quaterts ag(?"-(i.e., Spring '71). p is
. CA:

to/gen,%1:1 reenr,ollr,ent probe'h3,1ity for Fel!' '71 and a iS"-

r-
the probability of reenrollment of students.who had en,6olled

two quarters ago. The reenrollment probability in Fall oe,

'71 for students who had enrolled in Spring '71 can then

'be considered as affected by two forces:.-one representIng

thelattraction'of the Fall /71 quarter to students for

reenrollment and the othdr representing the effects of

enrollment 'two quarters ago'. If either of these-two forces

induce the students to reenr011, we have realized the

event. With this as a'model of.-the process, the probability

of the event can be easily written down as

P' = pa - ap = p+a (1-p)

with the additional assumption that the two forces act_

'-- '. t
t.

. -; .
,.;.
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_ - -

stat.istically independeritly.
*

With the same reasoning it can be genef ialiied .that if

there are.n statistically independent factors actingtpn a

probability .p then the combined effect of their forces

would be

p =* 1 - (1-pd (1-al) (1-a2) :... (1-an) .(2)

where, al, a2r .an are the individual effects of the

factors.

. 44'4, -*

f wq slefine

t.

y = In (1-p )

S

m = in fi-p) (3)

and b
1
= In (1-a

1
)

then. (2) can bejwritten conveniently as the additive model

Y = m
1

b bn
(4)

m can be consi,dered as the general mean in the. model..

It is this additive model using logarithmic transformation

(3) which has been employed in constructing the model to

fit reen'rollment probabilities.

In keeping with the analytical findings (1) - (4) above,

*

This model is ,the same as that used for computing' re-

liability of a system -with parallel, redundant units.

3 o-

e

4
1
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the parameters considered in the mod

A = general mean

b 11= effect of nrollme

b12

b13 =

'regula' quarter

quarter ago in

effect of dropout 1 quarter ago in a

'regular' quarter

effecof enrollment 1 qqarter ago in the

summer quarter

b14= effect of dropout 1 quarter ago the
<-ll

a.% 44. -

'eummee-olud.Ttb
,

21' b22' b23' b
31 "'.1)431

ar,e definc_d on the epiollmcnt two, three and four quarte'rs

aTo. V
There are 17 parameters including m note -that effect of

enrollment and dropout in a quarter have been separately

introduced as two diffe,Pent effects. The effe-ct 9if_diopout

(non-enrdllmen.t.) in a particular quarter may not,just,amount

to leaving the overall pr9bability p undistrbed but to

actually - ,decrease it or otherWite affect it

Withthis model .one can easily write' Clown the probability

p of, say, a student with 'enrollment pattern '1100' re-
,

enrolling in Winter 72 as follows:

In (1-p) = m+ -b
+41 31 24 .

12

36
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4

where m : = general mean

b = the/effect of enrolling four quarters ago inr
41 ,

a 'regulars' quarter

,-----
3

-= the. of of enrolling three quarters ago inb-
1-

-48: a 'regular' quarter

b .*.= the effect of dropping out two quarters
24

'in a summer quarter, and

41. 14,J , -.411 rfre :' ,,,,A91;* 4. . -
(

---7D
12

=s the effect of dropping out

a regular, quarter

The.'SeventeenAparaueters

'aboveLeast Square Method Ming the model to

4 4. .P:61

quarter ago in

'g) were estimated

nervations' in TZ.Ile 2.

AppenAlx
----

B gives the datails of this roqedure. As shown
. ,r.-- .

,there, the model in such that lir
...-'

of the parameters can
AO

be arbitrrily set to a slue while the remainin
e

would be then as d unique values: The parameters
./.

1

60 .ob-
.

.

b.

b
34,

24
and b

14
(representing the.eff

O

of dropout: C

ummet quarters) were therefor set to zeo and the re-

maining thirteen derive
. _

on the least square criterion

Note that liheconsidering any Winter quaxte
quart!is two quarters ago.

,

r
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The values were:

b 11
= -0.648880

b = 0.40284
12

,
b
13

-= -0.840544

b
21

= -0.214826"

b = 0.261992
22

b = -0.,485431
23

,

4 , 4e,11.:3= --grt.-o:nt.3,643

b = 0.206000
32

b = -0.160537
33,

`b
4

:-0.54608

b' = 0.264E'9542

43
= - 0.1/9429

m = p'.179431

Since- four of the paramete were given arbitrary vallLas---
. -. __---.-----

..

re:1'--but have significanCe Only, a C ive tb.each other. How

the above numbers should not be givenany-absolute meaning,

do we measure-:th effect of "enrollment behavior one quarter

acielifreiirthe above data? A is "measul
1) 13 :valid. YEI

.
110.

, :.
.

.

.
_

.

which compares tile :effect Of enrollment one quarter ago "with

the effect,of dropout in the same quarter. Similarly

(
b21- b22) .o

,

measures the effect enriI1ment behavior we

quarters ago .etc. These quantities are computed .sho4n

1

38
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below:

11
b - b12 = -1.05

ti

b
21

b
31

b
22

-0.48

'32

b =, -0".28
42

Vrom model (4)--

a force,thae

s clear thatt-a negati,yere,preselifsztk
- ., 's. " ) 4''.."44 , - .

tends to increase the 'reeenrollment probability

Thus the above data clearly and quantitiatively shows

that :
-4

1'

a) enrollment in any of the prev,ious four quarters

increases the reenrollment probability

b) the more recent the enrollment, the higher

beneficial, impact on reenrollment

,
-p

These, of course, were the conclusions cifferE;d earlier, but

we have now quantified these hypothesized effects.

The effect of summer quarter enrollment one quarter ago is

similarly representd by (b13 b14) _`but since b
14

was set to

,zezo -h itself its this` measure. We therefore have:
13

b
13

- b -0.84
14

b - b -0.49
23 24

b b -0.16
33 34 6

b -b = -0.15
4'3 44

.39

.1"
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V
Note ag'ain:the positve effect of enrollment in,Summer

and'how it is stronger for more recent quarters. Further,

a comparison with regular quarter enrollment effect shows

that the Summer quarter effectsare generally smaller.

' This. is in conformance with the fourth conclusion presented
. 0

earlier in this ction.

. 14-4 *45'
t., ,

r:

/

.-, 41,' V.'

wou.maY 1Ne the Parameter values generated' ove1 end.4

see how well they es: mate the reenrollment probability.

This has been done and presened in,Tabl.e 5 Where- for

of the sixty Observations (four 'cititers'X fifteen enrollment
,

patterns) the actually observed rconr'ollment probability

as well as those estimated with the model areg'iven.

The difference between the two is eso indicated. The model

is seen to fit the data very w 1

(quarters.

especially in the regular

5.- IMPLICATIONS-FOR CONSTRUCTING

TIJE.FORECASTING MOD ;L

What do all the analyses above imply in regard to our

effort to construct a forecaSting model for the FCC affiliate

population? Essentially, it has shown that is is valid to

partition the affillate,popylation by the past enrollment

behavior for prediction pruposes. There ate clear differences

40



FALL
1971

WINTER
1972

SP,R1NG
1972

1

PATTERN,

0001
0010
0011
0100
0101
01.10

0111
'1000
1001
1010

.1011
71-roD

1.101

1110
1111

0001
aolo
0011
oloo
0101
0110:
0111
1000.
1001
1010
1034
1190
1101_
1110
1111.

TABLE 5

ACTUAL VS ESTIMATED RETURN PROBABILITIES

MODEL
. ACTUAL:, ESTIMATE

` 0.55000
0.39378
0.75843
0.'12074
0.5f7143
0.62829
0.69072

--0,10270
' 0.59091

Q.46400
U.85417
0.29879
O.
0.71836
0.90525

0.70708.-
0.15152
0.76568
0.10673
0.65079
.41135

O.. 4

0.08.601
0.60748
0.29545 .

0.75532
0.15372
0.81762
0.48837
0.92188,

6001 ... 0.66009
0010 0.11994
0011 0%76.440
0100

/
0.050'23

.9101 0.58696
quo. 0.20213
0111- ' 0.76159
,,1.000 0'404120
'100,1 -i0.64029
101Q,,..4 0:23324
1011 -`--, 0.81968
1.100 ''`-.,,,., 0.09346

1101 .. ' -'0.74457

1110 0:'303W4.

1111, 0.9035.7
,

e,

0.55819
0.36438
0:N574
0.223i3
0.66493 '-

0.51794
0.79200
0.22703
0.66648'
0.52018
0.79297
0..41377
0.71569
.63610

0

0.58820'
0.27451
0.74656
0.10598
068769
0.44979
0.80779
0.11012

0.45234
0.80868
0.32511
0.76424
0.58465
0.85490

0.56448
0.22610
0.72965

-0.0618T
0.\62907,

0:34088-
0.76975
0.058.8.7'

'0.67123
Q.41579,
0.79592
0:191345.

0.71999
0.50244
0.82618

-41

DIFFERENCE

=.0.00819
0.02890
0.03268

- 0.10268
'-0.09350
0.11035,
0.10128
-0.12432
-0:07'557
-0.05618
0.66120
-0.1398
- 0.03137
0.08226 -
0.06226

0.11888
-0.12300
0.01911
0.00075

-0.03689 f ;

-0.03844
Op03994
-002'411
-0.08166

_ r0.15688

-,047139
0.05338

- 0r''.09628

0.06698

,0.09561"
.70.10616

0.1,12 4
-0.04212
0:13875

-0.00816
- 0:01767
- 0.03094
-0.18255
0.02377

--0.10499.
-0.02457
-,0.19870
0.07738.

_J
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`TABLE 5 (Continued)

ACTUAL

PATTERN ,

bon.
0010
0011
ono,

VS ESTIMATED RETURN. PROBABILITIES

MODEL
ACTUAL . ESTIMATE DIFFERENCE

.0.4?073 0.30254 0:11818
0.12.375 -0.23935 0.36310
0.45'057 0.56705 -0.11648
0.02740 -0.51417 0.54157

0101 0.30488 0.47105. -O.16617
SUMMER 0110 0.11220 0.06007 0.05212
1972 0111 0.44752 0.67165. -0.22414

s.,
1000 0.,03250 -0.71941 0.75191
1001 0.34375 0.39935' -0.05560
A010 0.07692 -0.06733 0.14425
.1011 0.40244 0.62715 -0.22471
1100 0.04464 -G.30401 0.34865
1101 t; A Q.42857 0.54447' -0.11589
1110 0#20446 0.19054 0.01393
1111 0.63260 0.71723 -0.08462

a.

A

.0"

I
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between these' partitions with regarld to the reenrollment

0

.probability and these differences can be logically explained.

As mentioned elsewhere, past enrollment behavior may not

be the immediate causal factor determining future enrollment

Of a student, but the ar l.yses- leads one to believe that

it effectively capture, d 'summarizes' the total effect

of all the peal, unde ying factors. An exception may be

the ,affiliate students w der not have-sufficiently Icing

past'enroklment history tb base the prediction on. For ex-

amp1eAf the student was a new-enrollee last quarter, then

the sole information in his past.hiStory is tlfat.he'nrolled

last quarter. The fact by itself may not be Sis.niffcant

4enou5IN.to tent a lot about his future enrollment. Possible

methods to fortify the model'in6this respect are discussed

in ectidn of this paper.

A most attractive feature of this approach which might More

than compensate for any of its weaknesses, is.the fact that

the forecagting model can be operationalized with the FCC

students newly enrolled last quarter have the pattern
"0001". It is interesting to note that in Table 4, it is
data pertAning to these points which.were out of.the
general trend observed there. Also, from Table
seen that the model estimates the probability of.210001"
to be about 0.56 in the regular wafters. The proximity
to 0.5 can be taken as an indication of the high'variability
to be expected' from this group.

tr
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data available today. a master grade file kept by t

computer_.ce er has information on th'e complete histo of

each Student since the beginning of the college. Fro, this

file, it is a routine data processing problem to sel ct

affiliate students who have been in FCC within the past one

academic year and then assign-ilem_:uniquely one of the

fifteen enrollment patterns. The generation of- T le 2

o

data from the FCC flies of course proves the.fgas bility

of this approach . With the pattern)cstablished a d the

corresponding probability for-return in the next quarter,

computed", an arithmetic sum of these' prdbabilit'es would

give.the expected number of returnees. The actual formula

to be used here is of the form (1).

ti

One question arises here. Should we use in (1) the probab-

ilites as the we re observed (Table 2) or should we rather

use the pro All-ities as estimates by the model (Table 5).

There-are
Z
Some-good points-aboutcusing the modelprobabilities

-7 ,

-since they have 'smothered out random effects in the observed

probabilities due to sampling errors and other perturbations.
4

Also /with the model we need only thirteen parameters to

/
"generate the 60 probabilities whereas, if we were to'use

the ob'se'rved probabilities themselves we have-tffectively

.. . .

a sixty parameter model. Thus, one might prefer the model
Y /

.

over the. ,actual observations. However, strictly speaking,

7. 4
,

, 0
i.'

this should be done only after the modelis further validated

44
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by future data. Thus at this time it isfnot wise to

discard 'either possibility but must seek to do the.necessary

v,alidation with more data.

6. FUTHER WORK

In the light shed bythe work'done so far and reportedin

th'is' interim technical paper, the following tasks seem to

be. most relevant to our conL effort to build and 'implement

a. forecasting model, for freshmen requirement The

'tasks are .not neessarily listed in their thronological order.

' 1) Validate the model with data similar to Table '2

but. pertaining to other quarters, preferably recent

ones.

2) Fortify the'model, if necessary, with other explanatory

variables, .enrollment history going back more than

four quarters, Etc. There is mucil possibility 4ere.

We might compare groups of students comprising the

partition '1111' with, say, those comprising the

partition"'1010' to discover probable explanatory

variables. The comp ter program which generated

Table 2,, is already capable of providing information

such as age, sex, marital, status and course history

of any individual' student. 'The use.of further ex-

planatory variable may be especially beneficial to

'partitions, like '0001:,which has a large number of

students vith'little historical enrollment data.

4.5
7
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3). Operationaliz'e the model. Systems for data collection

analysis end feeding the model have to he set up.

The system should be capable of forecasting more

than one quarter hence and also capable of accepting

data on 'control variables' (such as number of

new enrollees to be taken into the school kn the

coming quarters) and integrate them meaningfully,

into the forecast. The general mathematics for

accomplishing this has been established (see Appendix

A) but remains to be 'particularized' to the final

forecasting model we will he coming up with.

4
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APPENDIX A

OPERATIONALIZING PREDICTIVE MODELS

While discovering predictive variables is often the major

problem in a forecasting task, designing an operational

system to use the prediction scheme is of no less importance:

From the operational point'of view there are three .aspects

to be considered., First, -one must determine the means for

measuring the predictor variables from aallable'data and

design the information systemeyhich would regularly supply

the necessary data. This task larggly depends on the second

and central aspect of the problem, nameiy constructing the

mathematics whiCh would let one take thedata and transform.

it into the predictor variable and then into the forecasts

for one or more future periods. The third aspect to be

considered is that of monitoring the system to detect those

changes which would,oblige.us to modify the forecasting

scheme or shifts in model parameters.

The forecasting models of interest an this study proceed by

partitioning the set S of affiliate student population into

subsets Si, S2, ... Sm and computing the probability r1,

r
2

r to be associated with these sub sets. The forecast

..)

i

is then given by r1 si + r2 s2 -1._ ... + rmsm where

J

.

1

1

Si = numberof student in Si . Given S 11 S 2'
...S

m
the fore-

1

-'4

casting task is siMpleN But the availability of this inform-

's 4

t

1

I
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ation cannot be always taken for granted. The forecast

may need to be made at a time when the data required to compute

one or more of the S s are not yet available. This is

invariably the case when One.is trying to forecast for a

number of future periods using a madel which needs the Si

variables for the immediately preceding period. The modgl using

past enrollment pattern a$. a predictive variable discused

in the text isa good example. To predict the number of re-

turnees from the affiliate student population for quarter

we, need ta classify each student'in one of fifteen categories

based on his enrollment history in 'the four. quarters (i-4),

(i-2) and (i-1). Therefore, if we are required to fore-
.

cast for quarter (i+1) as well as quater i at the same time,

strictly speaking' we Will.v.ed'enrollment data for quarter i

which of course would not be available to us.
Ort

A natural way to deal with this situation is to 'find a-- means_

for forecasting the predictive variable sm for period

(1+1) from the knowledge of these variables forthe period

.1. In other lords, ifs (i) , s
2
(i),... s m (i) stand for. the

predictor variables in period (i) , then what we need is .a

set of transform
1

,
2
,....f

m
such that:r

.sl (iql) = fl (s1 ii), s2 (i),...sm (i) )

'13

s
2
(i+1) =

2
( s l ( i ) , s

2
, sm.(i) )

sm(44+1) = fm (s (i),s2 (i),.6%1

va
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e above equations, may be called the '
DynamicsSy-stem

Equations' since in a sense they describe the movement of the

system from one period to the next. Quite often in order tr)

completely specify the dynamics, it is necessary to introduce

variables other than s
1

. For example, to specifyy4

the number of students in the category '0001' ftli- quart

(i+1) we must know the new enrollees to be a. ted into

the school in the gliarter i. va52a.a-bil-SS- like these needed

to 'completely describe the sYstemmdynamics may be called

"input variables" and denotdd by (e e )
1) 2

variables may be determined by decision mak

while, others may bepurely dependent on the ' ate of nature'.

Including the input variables, the system dynamics equations

ome of

assume the yeotor form'

s (i+1) f (s(i),e)

Where s(i+1) and s(i) are Mx edtors,of is a Mxl vector

1.. ,

function and e is a --nx1 ve.61.br. One of-the prime needs for

.

forecasting for a number of periods in therefore the ability-
,

redict the input variables e also.

It is intersting to note here that the model using four

quarter enrollment history as a-predictor-variable has an

associated set of syst.em -dynamics equations that are quite

simple. The only imput variable needed for completing the

--dynamics equations is the number of fresh entrants into the

49
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affiliatepopulation inthe qpfarters

7'variable is to a certain- extent a control variable and should

not prove difficult - to assign values tol

of interest. This

7
.Designing an informatian----em-steiCtZiuppoa--the .pre-

dictive model with necessary, basic data is not very difficult

either. What would essentially be needed is a computer progr

to ( against -the current grade file to classify all a late

st is (or at least those who have enrolled i. .ne -or more

.ers in the past one year) into one the fifteen_ roups

and count the number of student n 'Thch.a computer

,.---:

program exists even now
------

5 /.."'.

a 'Produdtion )rogram' for yesu use Vith___I-ittle or
. .

.

no modif ation. ____W.i-th-- data and he estimates of

'Should be---POss

resh. iriputs eIj:zo-c-tet oyezr---t-h-Eure quarters, forecasting

ove_r_L,arrYri;:tber of quarters can be made.

The third aspect mentioned also desersies attention. The

e .

forecasting method ,is only as good As the ,parameters used.
),,

4 A,
..

.

context. .

In context. of our5 particular model, the parameters are, the
.

.

. .
.
.

.

return probabil4.0.es for the 'various classifications. -It

is-necessary that a c=ontinuous cl(eck be made with current

data to s.ee :the parameter values used are indeed valid.

For key Tarameters, quality control charts oroothcr statistiCal/

graphical techniques may `be' used to dd this monitoring.
A

.



i feasible to integrate this aspect wi h the total,.

forecasting' system. so that as forecasts are made and

compared with the actual, the current values

'are evaluated and, tested for possible'significaint shifts.

One of the tasks in the- next phase o e stud uld be

to build ,such an integr

basic mo 1 dev_asped

,

O

- -X

--elorrorecasting

in this paper.

51

system out of. the

4

.4

I



APPEN1hk

FITTING AN ADDITIVE MODEL TO

LOGARITHM OF REENROLLMENT PROBABILITIES

'

If p s.the proportion of students with a parti

enrollmet pattern wh o reenroll in quarter

hypothesizes tilati

In (1-p) = m + b
4i + b

3j b2k + e

4

ar past

then the model

where each of the indices-i,j,k,1 take one of the four values

1,2,3,4,, according to the following rule stated for b4i:

11) i takes the value 1 (i.e., b
4i

is the variable b
41

)

if the studehts had enrolled 4- quaiters ago in a regular

(non-summer) quarter.

(2) i takes the'value 2 (i.e.,b41 representi b
42

students had not enrolled four quarters ago'in a regular

quarter.'

(3)/' i takes the value 3 (i.e., b
4i is b

43
) if the students

had enrolled four quarters ago which was a- summer quarter.

(4) i is 4 (i.e., b4i is b44), if the 'students had not

enrolled 'four quarters ago in a summer quarter.

1

-50-
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.

The above rule.is also applicable to b
3j

with the difference
.s -* ,

that the enrollment behavior three quarters ago (instead

of four quarters ago) is considered to 4termine the appropriate
. .

.- index. Similarly b2k and b
1

are determined based on

enrollment two and one quarter prior to quarter i.

As an illustration, 'it we are condidering the reenrollment

probab'ilty p of students with enrollment patter '1011' in

a Summer quarter, then the model,,suggests that In (1-p) is

given by '

ln(.1.-pf.= m 4 b
4

'3

.

+ b
32

+ b ,4.-/b
_

-(1)
21 11

the random variation due to e having been ignored-
IC

We can similarly write down the expression for any of the

15 enrollment patterns and foO.r quarters for whic4, data is

4

1.

A available. 1.

i.

.

,*,

4 .4'

In this

k

m el there are seventeen parameters including mo

jand the s b variables. In,the'least square method,
0

these parameters are estimate& from thedata so as to minimize

the sum of squares of -deviation of the observed in (1,p) end,,

estimated ln'(1-p) for the sixty observations we have.

.//,Since p is Owen by (1) in terms of the parameters, this
/

method ambunts to minimizing:

6'0

= & (P - m - b
41 i

-b
3

b
2k

- b1L)
t

ti

'
A



-52-

with respect to the m, b parameters.' The summation is

over the sixty observations, the appropriate parameters

b4i,-b37, b2k, bit, being determinetd according toe the rules

given before for each observation.. The rameter values

minimizing L are obtained by solving the equations resulting

from setting,the the partial d-e-kIVative of T.:-withirespect' 4

each parameter to zero. The equations are (called normal .1

6

qua.tions) all Linear. and are exhibited in 'Able B-1

4,6

in matrix form.
I

.
i

,

The 17 by a7 mat.rix is singUiar.ana in faqt has-rank 13 1

.

.. 4
,

as can,be,se'en by the fact that (hi 4- b 22-1-- b
23 24+ b24)= m=(b1 +b14)

This means, in termeo'f parameters estimation that we,Can

,

give tour parameters any arbitrary values and then(
. A

d terming the rest. AccoriTingly b14, b24,.b34, b44 (representing

/...

.effect of drop'ou't in Summer quartersY'were all set to zero

and removed from the equations. Equations 4,8r a2, an 6

coresponding to these ariab es:were alsodropped.

remaining 13x13 ma ids ie non-singular and was salved using

-a ONLL OS/360 r Ainesearled SIMQ available FC6,1ib.rary.

- The estimated parameter vallms are,:

e

b
11

= -.648887 ',' b
t = - .070537-

.
.

b
12

= .40284 b32 = .206083/
/

b13 -, 840544 b
3 7

-, 160 5 37 4

JD

21
"'.-214826_ b = -.54'608

,-- -41: /

i
22
H:1 .261998 b

42
2= -.64'895

b, = -.485431 ,.=-, 149'429
3 M = - .1794313
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